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Chairs Carney and Moonen and Members of the Judiciary Committee: 

My name is Jennifer Huddleston and I am a technology policy research fellow at the Cato Institute. My 

research focuses on the intersection of law and technology, including issues related to data privacy. I 

thank you for the opportunity to provide informational testimony based on my work on this topic. This 

testimony should be considered for informational purposes and not in support of or opposition to the 

legislation under consideration. 

Tradeoffs must be carefully considered when it comes to data privacy 

Data privacy is a top concern for many consumers,i however, the precise preferences vary greatly. Data 

has had hugely beneficial applications in a wide array of services and industries for both consumers and 

businesses. These beneficial applications and the availability of choices should not be forgotten in the 

policy debate around data privacy.  

It is easy to forget what our experiences online and offline were like before our data became rich. Data 

has allowed retailers and platforms to provide consumers with more customized experiences that many 

may find more enjoyable than the prior one-size-fits-all approach. For those who do not, privacy-centric 

options have also emerged such as ad-blockers, virtual private networks (VPNs), and even just changing 

settings on a particular app to ask it not to track data. Consumers make many choices around the use of 

their data on a daily basis and these actions may vary depending on the service and type of data at 

hand. Policymakers should be careful to presume that all consumers always want the most privacy-

centric option, as many find different privacy preferences beneficial in different scenarios.ii 

Privacy legislation is often static and, as such, is unlikely to evolve as quickly as technology. This means 

innovators may be unable to provide what may turn out to be better experiences or even more private 

or secure opportunities due to limitations of compliance. For example, blockchain technology and 

artificial intelligence both have enormous potential, but have come into friction with highly regulatory 

approaches to data privacy.iii 

Beyond these individual preferences and tradeoffs that businesses and individuals may make, privacy as 

a right may come into friction with other rights and values. Data rarely belongs to just a single individual 

but is typically generated through various interactions. Additionally, access to data is often important for 

other rights, such as freedom of the press or free expression. More regulatory approaches to privacy 

may come into friction with these rights.iv  

To minimize tradeoffs, policymakers should look at what specific harms they are seeking to address 

rather than regulating data more broadly. In considering these harms, they should also consider 

whether existing laws around issues like fraud or deception already cover the concerns and if the 

approach is adaptable in ways that allow for new industry best practices to be considered.  

A growing patchwork of state level data privacy legislation is costly for consumers and businesses 

A dozen states now have comprehensive consumer data privacy laws. Most of these laws have generally 

followed either California’s heavily regulatory approach or a slightly more flexible approach seen in 

Virginia and Utah.v This growing patchwork of laws, however, is likely to increase confusion for 

consumers and increase costs for businesses. 
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A federal approach remains preferable to a state-by-state approach for both innovators and consumers. 

One study found a 50-state patchwork of laws could lead to out-of-state costs that exceed $1 trillion 

over 10 years with hundreds of millions of this cost borne by small businesses.vi Many of these costs may 

be passed on to the consumer at a time when consumers are already concerned about rising prices, but 

that is not the only potential negative effect on consumers. Some products may find that certain states 

are not worth the costs or compliance risk of a stringent privacy regime. For example, numerous 

services — from small games to the Los Angeles Times — pulled out of Europe when its privacy 

regulation went into effect five years ago.vii States, particularly those considered to be smaller markets, 

could find similar scenarios occurring. Furthermore, in many cases, it remains unclear whether privacy 

regulations have actually improved privacy or changed consumer choices or just introduced an 

increasingly frustrating level of friction to the use of services.viii 

Many of these concerns will also exist if data privacy is decided at a federal level, but a state-by-state 

approach has its own unique risks. States could easily come into conflict with one another over certain 

defaults such as “opt-in” versus “opt-out” models, rendering it impossible for the same product defaults 

to comply with both. Additionally, such laws are likely to impact out-of-state firms and interstate 

commerce, raising potential dormant commerce clause concerns. ix For these reasons, if the United 

States were to consider comprehensive consumer privacy regulation, it should be handled by Congress 

and not a state-by-state approach. 

Conclusion 

Thank you for your time and consideration of this information. While data privacy is an important topic 

for many consumers, the exact nature of those concerns vary, as do individual preferences. As such, 

legislation should be careful not to dictate a set of preferences for consumers but, if needed, focus on 

responses to particular currently unaddressed harms. I welcome any questions related to my research 

on data privacy and my responses to these questions. 
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